©pney. Y3gikci3 6inim »xapubicbl — Opniey. Bectn HenpepbiBHOro obpasosaHus. Ne4(51)/2025

YK 37.013.8:004 https://www.doi.org/10.69927/EBOS8459

*Bayan T.!, Galy M.M.2, Ziyashev A.A 3
! Nazarbayev University
23 Agoda Co Ltd
! Kazakhstan, Astana
23 Thailand, Bangkok
LORCID 0000-0001-8783-2229
talgar.bayan@gmail.com

IMAGE SEARCH MODULE IN A DIGITAL FACILITATOR NETWORK SYSTEM:
ARCHITECTURE, ALGORITHMS AND IMPLEMENTATION

Abstract

Digital facilitator networks managing extensive visual documentation across multiple languages face challenges in
retrieving related content when identical diagrams exist in different linguistic versions. Traditional metadata-based search
approaches fail to identify visually similar materials, reducing content reuse efficiency. This research addresses the
implementation of an image similarity search system for organizational environments processing approximately 66
diagrams weekly. The objective is to enable accurate identification of exact matches and language variants while
maintaining computational efficiency on standard hardware. The system employs multi-scale feature extraction
combining color histogram analysis in RGB and HSV spaces, multi-threshold edge detection using Canny operators,
Sobel gradient texture characterization, and template signatures, producing a 261-dimensional feature representation. A
tiered similarity assessment framework evaluates relationships between images, while language variant detection
combines filename pattern analysis with visual similarity verification. The implementation uses Flask framework with
Open Source Computer Vision Library (OpenCV) for computer vision operations. Testing with organizational diagrams
across English, Russian, and Kazakh languages demonstrates 92% accuracy in identifying exact matches and language
variants, with average response times of 1.8 seconds and peak memory usage of 72 MB. Language variant detection
achieves 89% accuracy with false positive rates below 3%. The modular architecture enables deployment on conventional
office systems, demonstrating that traditional computer vision approaches remain applicable for organizational content
management when properly adapted to practical constraints.

Keywords: image search, digital facilitator networks, computer vision, Flask, CBIR, multi-scale feature extraction,
language variant detection.

Introduction. Digital facilitator networks serve as essential infrastructure for organizations
managing extensive visual documentation across diverse operational contexts. These systems handle
technical diagrams, workflow illustrations, process documentation, and instructional materials that
form the foundation of knowledge management in multi-language organizational environments. The
challenge of efficiently discovering and retrieving relevant visual content becomes particularly
complex when organizations maintain diagram libraries spanning multiple languages, where identical
conceptual content exists in various linguistic presentations with different textual elements and layout
adaptations.

Current metadata-based search approaches demonstrate limitations in capturing nuanced
relationships between visually similar content. Traditional text-based indexing fails to identify
diagrams representing identical workflows presented in different languages or visual styles. This gap
becomes pronounced in international organizations where the same process documentation exists
across multiple language variants, leading to redundant content creation and inefficient knowledge
reuse. The absence of effective visual similarity search capabilities forces users to rely on manual
browsing or inadequate keyword searches, significantly impacting productivity and content
management efficiency.

This research addresses the implementation of an effective image similarity search system within
practical organizational constraints. Our investigation focuses on weekly processing volumes of
approximately 66 diagrams, representing a realistic organizational scale that demands algorithmic
efficiency while remaining computationally manageable through traditional computer vision
approaches. This volume reflects typical usage patterns in medium-scale organizations where visual
documentation plays a central role in operational processes, training materials, and procedural
guidelines.
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The system requirements encompass accuracy in similar assessment, computational efficiency
suitable for standard hardware deployments, and robust support for multi-language content discovery.
The solution must distinguish between exact duplicates, language variants, and semantically related
content while providing interpretable similarity scores for end users. Feature extraction approaches
must balance descriptiveness with computational tractability, ensuring real-time performance in
interactive applications. Rather than relying on a single similarity metric, our system employs tiered
similarity assessment that reflects different types of content relationships found in organizational
contexts. This approach enables accurate detection of exact matches, language variants, and
semantically related content while maintaining interpretable similarity scores. The tiered framework
addresses the practical reality that organizational users need to distinguish between identical content
in different formats, similar workflows with variations, and broadly related material for
comprehensive content discovery.

Literature Review. Content-based image retrieval systems have evolved through several
generations of feature extraction and matching techniques. Early approaches relied primarily on
global color and texture descriptors, which proved insufficient for complex visual content analysis
[1]. The semantic gap between low-level visual features and high-level human perception remains a
fundamental challenge in Content-Based Image Retrieval (CBIR) research, particularly for technical
diagrams where structural relationships carry semantic meaning beyond visual appearance. The
evolution of visual data exploration has long recognized the fundamental challenge of bridging
semantic gaps between human conceptual understanding and machine-extractable features. Early
comprehensive surveys established the foundational principles for content-based image retrieval,
identifying key research directions in color, texture, and shape analysis while emphasizing the
importance of user interaction in refinement processes. The concept of bridging semantic gaps
through multi-scale feature extraction, as demonstrated in seminal work on visual data exploration,
continues to influence modern approaches to content-based retrieval systems [2].

Local feature detection algorithms have demonstrated effectiveness in identifying similar visual
structures across varying conditions. Scale-Invariant Feature Transform generates 128-dimensional
descriptors from local image gradients, providing invariance to scale, rotation, and illumination
changes [3]. Speeded-Up Robust Features (SURF) improves computational efficiency through Haar
wavelet responses and integral image calculations while maintaining comparable accuracy [4].
Oriented FAST and Rotated BRIEF offers an open-source alternative combining Features from
Accelerated Segment Test (FAST) key-point detection with rotated Binary Rubust Independent
Elementary Features BRIEF) descriptors, enabling efficient binary feature matching through
Hamming distance calculations [5].

Deep learning approaches have transformed feature extraction capabilities in computer vision
applications. Convolutional neural networks demonstrate superior performance in various image
classification and retrieval tasks [6]. However, these methods require substantial computational
resources and extensive training datasets that may not be available for specialized organizational
content [7]. Transfer learning techniques have shown promise in adapting pre-trained models to
domain-specific applications, though effectiveness varies significantly across different visual content
types.

Hybrid approaches combining multiple feature types have emerged to address limitations of
individual techniques. Research by [8] demonstrated improved performance through fusion of color
histograms, texture descriptors, and shape features for technical document retrieval. [9] investigated
multi-scale feature extraction for diagram similarity assessment, revealing that different visual
elements require analysis at varying resolutions for optimal discrimination, the integration of
structural and appearance-based features for workflow diagram matching, achieving improved
accuracy over single-feature approaches.

Language variant detection in visual content represents an underexplored area in current
literature. Most CBIR systems focus on visual similarity without considering linguistic variations in
textual elements.

Contemporary web framework adoption patterns provide important context for deployment
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considerations in image retrieval systems. Research examining developer behavior on Stack
Overflow reveals that discussions related to Flask, a lightweight Python web framework for web
application development, have experienced significant growth, with Application Programming
Interface (API) development emerging as the most popular topic and background task processing
presenting the greatest implementation challenges [10]. This analysis of over 70,000 Flask-related
questions demonstrates the framework's widespread adoption and the specific technical areas where
developers seek guidance, validating our choice of Flask for rapid prototyping and deployment of
computer vision applications.

Web-based deployment frameworks for computer vision applications have gained attention as
organizations seek accessible image analysis tools. Flask provides a lightweight platform for rapid
prototyping and deployment of computer vision applications [11].

Perceptual hashing techniques offer alternative approaches to image similarity assessment that
remain stable under minor modifications while providing computational efficiency. [12] provided a
comprehensive survey of image hashing methods, highlighting their applications in duplicate
detection and similarity search. Unlike cryptographic hashes that exhibit the avalanche effect,
perceptual hashes maintain consistency across visually similar content, making them suitable for
detecting near-duplicate diagrams with minor variations.

Methods and materials. The implementation leverages established computer vision algorithms
while optimizing real-time performance requirements. Color histogram analysis forms the foundation
of our approach, computing distributions in both Red Green Blue (RGB) and Hue Saturation Value
(HSV) color spaces using 32 and 24 bins respectively. The RGB color space provides direct pixel
intensity information while HSV offers perceptually meaningful color representation. The complete
color feature vector combines these histograms to create a 168-dimensional representation that
captures both technical color properties and human-perceived color relationships. This dual-space
approach ensures robust performance across different diagram types, from technical schematics to
marketing materials.

Structural analysis employs multi-threshold edge detection using Canny operators with threshold
pairs of 30/80, 50/120, and 100/200. This approach enables detection of both fine-grained details and
major structural elements within the same framework. Each threshold pair produces measurements
of contour count, mean area, area standard deviation, mean perimeter, and edge density. The complete
structural analysis generates 21 dimensions that characterize the geometric properties of diagrams at
multiple levels of detail. This technique proves particularly effective for technical diagrams where
structural relationships convey semantic meaning. Texture characterization uses Sobel gradient
analysis to capture local intensity variations that distinguish surface textures and patterns within
diagrams. The analysis examines gradients in both horizontal and vertical directions, computing
statistical measures including means, standard deviations, and quartile values. These measurements
provide 16 dimensions that describe the textural properties of image regions, enabling discrimination
between smooth illustrations and complex technical drawings.

Template signatures supplement the detailed feature analysis with coarse-grained shape
representations. Images are down sampled to resolutions of 32x32, 16x16, and 8x8 pixels to create
simplified shape signatures that remain stable under minor modifications. Selected pixels from each
template contribute 56 dimensions that capture overall shape characteristics while maintaining
computational efficiency.

The complete feature vector combines color features, structural measurements, texture
characteristics, and template signatures into a 261-dimensional representation (1). Feature
normalization using Z-score standardization ensures consistent scaling across different feature types,
preventing any single component from dominating the similarity calculations.

f = [C: S, Leextures Ttemplates] (1)

The similarity assessment employs a tiered approach that reflects different types of relationships
between images in organizational contexts. The highest similarity tier encompasses exact matches
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with scores between 95 and 100 percent. File hash comparison identifies identical files with perfect
similarity. Visual signature matching achieves near-perfect similarity when multiple signature
components align across different scales. Template correlation exceeding predetermined thresholds
produces high similarity scores.

The middle similarity tier captures similar content with scores between 70 and 89 percent. This
range identifies diagrams that share common elements or represent similar workflows while differing
in visual presentation or style. The system evaluates multiple aspects of visual similarity including
overall feature vector relationships, color distribution patterns, and structural characteristics through
a weighted combination (2).

Scombined =a X Svector + .8 X Scolor + Y X Sstructure (2)

The weighting parameters alpha, beta, and gamma were determined through empirical testing
with organizational diagram collections. Vector similarity receives the highest weight at 0.5,
reflecting the importance of overall feature relationships. Structural similarity receives moderate
weight at 0.3, acknowledging the significance of geometric patterns in technical diagrams. Color
similarity receives lower weight at 0.2, recognizing that color schemes may vary while maintaining
conceptual similarity. Language variant detection addresses the practical challenge of managing
content across multiple languages within organizational environments.

The detection process begins by analysing filename patterns to identify common language
indicators. The system recognizes standard language suffixes and embedded language identifiers,
then removes these elements to reveal the underlying content name. Visual similarity verification
confirms that diagrams with matching cleaned filenames represent the same conceptual content (3).

L(fl' fz) = filenamematchAND visualsimilarity > 0.6 (3)

The threshold for visual similarity accommodates the reality that translated diagrams may exhibit
visual differences due to text length variations and layout adjustments while maintaining fundamental
structural similarity. Testing with organizational content demonstrates that this threshold effectively
balances detection accuracy with false positive prevention.

The user interface design shown below (Figure 1) implements the tiered similarity approach with
clear visual distinction between exact matches, similar content, and related material. Each search
result displays the computed similarity percentage alongside thumbnail previews and download
functionality.

System Architecture. The Flask-based web application implements a modular architecture that
separates user interface, processing logic, and data management concerns. The technology stack
includes Flask 2.3.3 for web framework functionality, OpenCV 4.8.1.78 for computer vision
operations, NumPy 1.24.4 for numerical computations, Pillow 10.1.0 for image format handling, and
Werkzeug 2.3.7 for security utilities. This configuration balances functionality with deployment
simplicity while avoiding unnecessary dependencies. The flowchart of how the system works is
illustrated in Figure 2.

The backend processing component encapsulates all computer vision operations within a
dedicated class structure that maintains clean separation from web application logic. The
BaselineOpenCVMatcher class (a custom-developed component that encapsulates the feature
extraction and similarity calculation logic) implements the feature extraction pipeline while providing
a clean interface for similarity calculations. Feature extraction pipelines process uploaded images
through the multi-scale analysis framework while caching computed features in memory for rapid
similarity calculations.
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Figure 1. Web-based image search interface showing query results for organizational diagram similarity search.
Source: developed by the authors.

Security implementation addresses common web application vulnerabilities through multiple
validation layers. File upload validation employs magic number detection for type verification,
ensuring that uploaded files match their declared Multipurpose Internet Mail Extensions (MIME)
types. Filename sanitization prevents path traversal attacks through the secure filename utility from
Werkzeug, which removes potentially dangerous characters while maintaining compatibility with
legitimate organizational naming conventions. Size limits prevent resource exhaustion attacks by
restricting uploads to reasonable bounds for organizational diagram content.

The web interface supports modern interaction patterns including drag-and-drop file uploads
with visual feedback during processing operations. The HyperText Markup Language (HTMLYS)-
based interface implements progressive enhancement principles, ensuring basic functionality remains
available even when JavaScript is disabled. Similarity results display using percentage-based scoring
with color-coded indicators that enable rapid quality assessment.

Individual download functionality supports practical workflows where users collect related
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content for offline analysis or presentation preparation. Response times consistently remain under 2
seconds for the target workload of 66 weekly diagrams, enabling interactive content exploration. The
Representational State Transfer (RESTful) API design provides clean separation between interface
and processing logic while enabling integration with external systems.

Query Image

'

Image Preprocessing

'

Feature Extraction

e e

Color Features Structural Features Texture Features Template Features
168-dim 21-dim 16-dim 56-dim

N

Feature Vector

261 dimensions

l
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Tier 1: Exact Matches Tier 2: Similar Content Tier 3: Related Content
95-100% 70-89% 50-69%

Ranked Results

Figure 2. Overview of image similarity search system architecture.
Source: developed by the authors.

Results and their discussion. Testing with a representative dataset of organizational diagrams
demonstrates consistent performance characteristics for the target workload. The test collection
includes technical flowcharts, organizational charts, network topology diagrams, user interface mock-
ups, and instructional materials. Language distribution encompasses English content at 45 percent,
Russian content at 35 percent, and Kazakh content at 20 percent, reflecting typical multi-language
organizational environments.

Performance evaluation reveals balanced trade-offs across accuracy, speed, and resource
utilization metrics. The system achieves 92 percent overall accuracy in identifying exact matches and
language variants while maintaining average response times of 1.8 seconds per query. Feature
extraction consumes 1.2 seconds of processing time, similar calculations require 0.4 seconds, and
interface rendering completes within 0.2 seconds.

Memory utilization remains practical for standard organizational hardware with the feature cache
consuming 45MB for 66 images, averaging 0.68MB per image. Application overhead requires 12MB
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base memory with peak usage reaching 72MB during batch processing operations. These
requirements support deployment of conventional office systems without specialized computational
infrastructure.

Algorithm comparison demonstrates competitive performance relative to alternative approaches
(Table 1). SIFT achieves 89 percent accuracy but requires 4.2 seconds average processing time with
156 MB memory usage. SURF provides 91 percent accuracy with 2.8 seconds processing time and
134 MB memory requirements. ORB delivers 78 percent accuracy with a very fast 0.65-
secondprocessing but limited discrimination capability.

Table 1. Performance Comparison of Image Similarity Algorithms

Algorithm Accuracy Pr?;iis;mg Memory Usage ];?252;5: Infrastructure
Our Approach 92% 1.8 seconds 72 MB Yes Standard CPU
SIFT 89% 4.2 seconds 156 MB No Standard CPU
SURF 91% 2.8 seconds 134 MB No Standard CPU
ORB 78% 0.65 seconds 28 MB No Standard CPU
ResNet-50 95% 3.2 seconds 512 MB Possible GPU Required
Perceptual Hash 72% 0.15 seconds 8 MB No Standard CPU

Source: developed by the authors.

Our hybrid approach balances these trade-offs effectively, providing 92 percent accuracy with
1.8 seconds processing time using standard CPU resources. The system processes the target workload
efficiently while maintaining responsive user experience for interactive content exploration.
Language variant detection achieves robust performance with 89 percent overall accuracy across
different naming conventions and language combinations.

The multi-scale approach proves particularly effective for diagrams containing both fine-grained
details and overall structural patterns. Evaluation using English, Russian, and Kazakh diagram
variants shows that the language detection approach identifies actual variants while maintaining a
false positive rate below 3 percent. The system successfully handles various naming conventions,
including standard language suffixes, embedded language names, and mixed separators. characters.

While maintaining computational efficiency suitable for standard office environments. The
tiered similarity framework enables users to distinguish between exact duplicates, functionally
similar content, and broadly related material without requiring technical expertise in similarity
assessment algorithms.

Language variant detection addresses a genuine organizational need that has received limited
attention in previous research. The capability to automatically identify translated versions of
diagrams facilitates knowledge reuse across language boundaries and reduces redundant content
creation efforts. Organizations using the system report measurable improvements in content
management efficiency and cost savings from reusing existing translated materials. The modular
architecture enables incremental enhancement without disrupting existing functionality. Security
measures address common web application vulnerabilities while maintaining usability for legitimate
organizational workflows. Response times under 2 seconds support interactive content exploration
patterns that encourage user engagement with the similarity search capabilities.

Performance comparison with alternative approaches confirms the advantages of hybrid
methods that combine multiple complementary techniques. Pure algorithmic approaches either
sacrifice accuracy for speed or require substantial computational resources that may not be available
in typical organizational environments. Deep learning methods achieve higher theoretical accuracy
but demand specialized infrastructure and extensive training data that may not be practical for
specialized organizational content.

The choice of traditional computer vision techniques proves appropriate for the target application
domain. While more sophisticated approaches might achieve marginal accuracy improvements, the
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interpretability and resource efficiency of established methods provide practical advantages that
outweigh theoretical performance gains. The 261-dimensional feature vector representation strikes
an effective balance between descriptiveness and computational tractability.

Limitations and Future Work. Several aspects of the current implementation warrant
consideration for future development while acknowledging practical deployment constraints. The
system relies primarily on visual features extracted through traditional computer vision techniques.
Integration of optical character recognition could enhance understanding of textual content within
diagrams, supporting more sophisticated cross-language similarity assessment, though this would
increase computational requirements and implementation complexity. Similarity calculation employs
fixed weighting parameters that provide reasonable performance across diverse content types.
Adaptive parameter adjustment based on content analysis or user feedback could improve
performance for specialized applications. Machine learning approaches for automatic parameter
optimization represent a direction that could adapt the system to different organizational domains
without manual tuning. Current language variant detection focuses on filename pattern analysis,
which may miss variants following unconventional naming schemes. Organizations with inconsistent
naming practices or legacy content with non-standard conventions might experience reduced
detection accuracy. Extension to analyze extracted text content could provide more robust variant
detection capabilities. The in-memory storage approach limits scalability to collections fitting within
available system memory. While adequate for the target scenario of 66 weekly diagrams, larger
organizations with extensive existing content would require persistent storage solutions with
sophisticated indexing strategies. Additionally, organizational environments increasingly demand
solutions addressing content integrity, provenance tracking, and multi-stakeholder trust requirements.
Previous research in blockchain-enhanced integrity verification demonstrates potential for
decentralized content authentication while maintaining computational efficiency [13]. Privacy-
preserving mechanisms warrant exploration for sensitive visual content, building upon frameworks
developed for permissionless blockchain networks where transparency and confidentiality must be
carefully balanced [14]. Furthermore, decentralized governance models could address access control
challenges in multi-stakeholder organizational environments, particularly through authentication
mechanisms that preserve user privacy while ensuring appropriate content access rights [15]. Cloud
deployment architectures could provide elastic scaling. capabilities for organizations experiencing
variable workloads or rapid content growth.

Conclusion. This research presents a practical approach to image similarity search that addresses
organizational requirements while maintaining computational efficiency suitable for standard
hardware deployment. The multi-scale feature extraction algorithm combines complementary visual
cues to achieve robust similarity assessment across diverse content types commonly encountered in
organizational settings. The implementation within a Flask-based web application demonstrates the
feasibility of deploying computer vision algorithms using standard web technologies and open-source
libraries. The modular architecture facilitates maintenance and enhancement while providing clear
pathways for future development based on evolving organizational needs.

The language variant detection capability represents a practical contribution that addresses
multi-language organizational challenges. This functionality enables more effective content
discovery and reuse across linguistic boundaries, supporting international organizations and reducing
duplication of effort in content creation processes. The experimental validation confirms
effectiveness for the target application domain while identifying specific enhancement opportunities
for future research. The balance of accuracy, efficiency, and interpretability achieved by our approach
makes it suitable for practical deployment while providing a foundation for continued development.

The successful integration of traditional computer vision techniques within modern web
application frameworks demonstrates the continued relevance of established algorithmic approaches
when properly adapted to contemporary deployment requirements. This work provides a template for
future research in organizational content management systems that prioritizes practical utility
alongside technical innovation.
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HUPPJIBIK ®PACUTIUTATOPJIAP KEJICI KYUECIHJIETT KECKIH I3JIEY
MOAYJI: APXUTEKTYPA, AJITOPUTM/EP )KOHE ICKE ACBIPY

Anoamna

KenTtinmi keH kenmemumi BU3yaluabl KyXKaTTaMaHBl OacKapaThlH HUQPIBIK (acwmmTarop Keminep Oipaen
JIuarpammanap opTypili TUIMIK HycKamapaa OonFaH ke3qe OalIaHBICTHI KOHTEHTTI i3/1ey KUBIHIBIKTapbIHA Tall OOJIabl.
JacTypi MeTanepeKkTepre HETi3eNreH i3[ey Tocuiaepl BU3yanIpl YKcac MaTepHalfaplbl aHBIKTad anMaiasl, Oy
KOHTEHTTI KaiiTa maijanaHy THIMIUTTIH ToeMeHIeTeni. by 3epTTey antackiHa mamMaMeH 66 quarpaMMaHbl OHICUTIH
YUBIMIBIK OpTamap YIIiH KECKiH YKCACTBIFBIH 13/Iey KYHeciH icke achIpyasl KapacTelpaiasl. MakcaT CTaHAApTTHI
XKaOJpIKTa ecenTey THUIMAUIIIH CakTail OTBHIPBIN, HAKTHl COMKECTIKTEp MEH TUIAIK HYCKalnapibl I9J aHBIKTAYIbI
KamTamachi3 ety Oonbin Tabbutazpl. JKyite RGB xone HSV keHicTikTepiHAe TyC rHCTOrpaMMmachiH Tangayasl, Canny
orepaTopiapblH KOJIAaHa OTBHIPHIN KON JEeHIrelni IeTTepil aHbIKTayabl, Sobel TpaJueHTI apKpUIbl TEKCTYpaHbI
CUIATTay bl )KOHE YJIri KOJTaHOaNaphiH OIPIKTIPETiH KON ASHIeiIi epeKIIeNiK aryabl KoimaHaasl, oy 261 emmemai
epeKIIeNIiK BEKTOPhIH KypaWnbl. JIeHreisi yKcacThIKThI Oaranay IeHOepl KeCcKiHIep apachlHAarbl KaThIHACTap/bl
Oaraiaiifipl, an TUINIK HYCKalapAsl aHBIKTAy (aill aTaymapbelHBIH YITUIEpIiH Tangayabl BU3YalIbl YKCACTHIKTHI
TekcepyMeH OipikTipexai. Icke aceipy kommbioTeprik kepy omepanusmapbl ymriH OpenCV 6ap Flask ¢pefimBopkin
KOJITaHa Ibl. AFBUIIIBIH, OPBIC XKOHE Ka3ak TULAEPIHACT! YHBIMABIK JUarpaMMalapMEeH ChIHAY HAKThl COMKECTIKTEp MEH
TUTIIK HYCKaIapAbl aHbIKTayAa 92% IonmiKTi KepceTesi, opTalia xayan Oepy yaksIThl 1,8 CeKyHI ®KaHe jKa/IbIHBIH IIBIHBI
72 MB kypaiinel. Tingik HycKamapasl aHBIKTay 89% HOMNmiKKe XKeTeml, )KalFaH oH HoTkenep 3% TeMeH. MoaymbIik
apXUTEKTypa KapamaibiM o(QUCTIK XyHenepae opHalacThIpyFa MYMKIHIIK Oepemi, OYJ1 A9CTYpIli KOMIIBIOTEPIIIK KOpy
TACUI/IEpi MPAKTUKAIIBIK ILIEKTEYyJIepre Typhic OeiliMaenreH Ke3ae YibIMIbIK KOHTEHTTI 0acKkapy YIIiH KOJIIaHbUIATbIHBIH
KepceTe.

Tyuinoi co30ep: KeckiH i3aey, I piblK KOMEKI xKenijep, KoMnblotepiik kepy, Flask, CBIR, ken gexreitni
EpPEeKIIeNTiK aly, TUIIIK HYCKaIapIbl aHBIKTAY

*Basu T.!, Tamst M. M.2, 3usieB A.A3
! Hazapbaes Ynugepcumem
23 Agoda Co Ltd
' Kazaxcman, Acmana
23 Taunano, banexox

MOJYJb IOUCKA U30BPAKEHUI B CHCTEME IU®POBOM
OACUJTUTATOPCKOM CETU: APXUTEKTYPA, AJITOPUTMBI U PEAJIU3ALINSA

AHnnomayus

udposbie dacnimTaTopckue CeTH, YNpaBISIOIIME OOMIMPHONH BH3YyaJlbHOM JOKyMEHTaled Ha HECKOJIbKHX
SI3bIKax, CTAIKUBAIOTCS C TPYAHOCTSAMH MOUCKA CBSI3aHHOTO KOHTEHTA, KOTJla MICHTUYHBIC AUarpaMMbl CYIIECTBYIOT B
Pa3JIMYHBIX S3bIKOBBIX BEPCUIX. Tpa/lMIIMOHHBIE TIOIX0/IbI TONCKA HA OCHOBE METaJaHHBIX HE MOTYT HICHTH(UIIMPOBATh
BU3YaJIbHO IIOXOXHWE MaTcpualibl, YTO CHHKACT 3(1)(1)GKTI/IBHOCTB TIOBTOPHOT'O HCIIOJIB30BAHHUA KOHTCHTA. ﬂaHHOG
HCCIIeJOBAaHHE PACCMATPUBACT PEATM3ALUI0 CUCTEMbI TTOUCKA N300paKEHHI 10 CXOJICTBY LISl OPraHU3aIl[MOHHBIX Cpell,
0o0pabaTpIBAIONINX MPUMEPHO 66 muarpamMm exeHeaenbHo. Llens cocTouT B 00ecredeHnr TOYHOW HMACHTHU(UKAIUN
TOYHBIX COBHa}IeHI/Iﬁ M A3BIKOBBIX BApHWAHTOB IPHU COXPAHCHHUU BBIYHCIIUTEIILHOMN 3(bq)eKTHBHOCTPI Ha CTaHIAAPTHOM
obopyznoBanun. CuctemMa MCIOJIB3yeT MHOrOMAaclITabHOE H3BJICUEHHE MPU3HAKOB, 00BbEUHSIONICE aHAIN3 [[BETOBBIX
rucrorpaMmM B mpoctpaHctBax RGB um HSV, mHoromoporooe oOHapykeHWe rpaHur c omeparopamu Canny,
XapaKTEePUCTUKY TEKCTYpHl rpaaueHTtamu Sobel M curHarypsl mabiaoHOB, ¢opmupys 261-MepHOe NpelcTaBiIeHHEe
NIPU3HAKOB. YPOBHEBasl CTPYKTypa OLIEHKH CXOJCTBA aHAJIM3UPYET OTHOLICHUS MEXIY H300paKeHUSIMHM, TOT/A Kak
oOHapy»KeHHE S3BIKOBBIX BAPHAHTOB COUETACT aHAJIM3 MIA0JOHOB MMEH (hailyIoB C MPOBEPKON BH3yallbHOTO CXOJCTBA.
Peanmuzanmns ucnonezyer ¢peiimBopk Flask ¢ OpenCV s onepanmii KOMIBIOTEpHOTO 3peHMs. TecTUpoBaHHE C
OpraHU3alMOHHBIMU JUarpaMMaMH Ha aHTJIMHCKOM, PYCCKOM M Ka3aXCKOM SI3bIKax JIEMOHCTPUpYeT 92% TOYHOCTH B
nACHTH(HUKAINT TOYHBIX COBIAJICHUN M S3BIKOBBIX BAPHAHTOB IIPU CPETHEM BPEMEHH OTKJIHKA 1,8 CEKyHIBI M TMKOBOM
ncnonp3oBaHun maMAtTH 72 MbB. OOHapyXeHHe S3BIKOBBIX BapHMaHTOB jgocThraeT 89% TOYHOCTH TIpH JoJIe
JIOKHOTIONIOXKHUTEIBHBIX Pe3yNbTaToB HIDKE 3%. MomysipHas apXUTEKTypa oOecrieunBacT pa3BepPThIBAHUE HAa OOBITHBIX
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O(HCHBIX CUCTEMAaX, NEMOHCTPUPYSI, YTO TPAAULMOHHBIC MTOJXO0/bI KOMIIBIOTEPHOTO 3PEHHS OCTAIOTCS NPUMEHUMBIMH
JUISL YIIPaBJICHUS OPTaHU3aI[IOHHBIM KOHTEHTOM IIPU HaJUIekaleil aqantaniy K MpakTHYeCKUM OIpPaHHUCHUSIM.
Kniouegvie crosa: nouck m3oOpaxeHu#, 1udpoBble (HacHIMTATOPCKHE CETH, KOMIbIOTepHOe 3peHue, Flask,
MHOroMacITabHOE U3BJICUCHIE IPU3HAKOB, 0OHApYKEHHE SI3BIKOBBIX BAPHAHTOB
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